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Abstract


The following report will discuss the upgrade of the Beam Loss Monitor System (BLM).  This report will focus mainly on the digitizer card as there are five different cards in the BLM system.  The first section of this paper discusses the purpose of the BLM system followed by an explanation of the major components of the BLM system.  The operation and upgrade of the digitizer card will also be discussed.  In sum, you will read about the recent tests that the digitizer card has undergone, the problems encountered during those tests and their remedies.  You will also read about what needs to be done in order to complete the project.

Background

It is very important to have a well focused beam in order to obtain quality collisions and to avoid magnet damage.  The BLM was implemented to protect the super-conducting Tevatron magnets from severe quenches that occur as a result of beam loss.  Quenching occurs when energetic protons leave the desired beam trajectory and interact with magnet materials.  This interaction causes heat to generate within the magnet.  If a portion of the conductor becomes resistive, additional heat will be generated.  The additional generation of heat is due to the thousands of Amperes flowing in the magnet through the conductor’s resistance.  When its temperature rises above five degrees Kelvin, the super-conducting magnet coil will loose its superconductivity and become resistive.  Beam losses are expected during every day operation; however it is necessary know how large these losses are.  The system can effectively show physicists beam loss through the use of a Beam Loss Monitor detector and electronic devices located in the service buildings above the beam.  The implementation of a new BLM system will provide more flexibility in detecting the beam loss conditions that threaten to quench the magnets or damage other equipment of the beam transport system.  This new system will also have a faster response to changes in the detected beam losses.
Beam Loss Monitor
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Picture 1

     There are several BLMs located throughout the Tevatron.  Beam Loss Monitors can be found outside the beam

pipe adjacent to the quadrupole magnets.  Picture 1 shows BLM positioning, which allows detection of secondary particles created when the beam strikes an object.  The metal cylinder houses a 110 cubic centimeter glass ion chamber filled with 1 atmosphere (atm) or 14.695 pounds per square inch (psi) of argon gas.  An anode and cathode are located within the cylinder.  Along the axis of the tube is the anode, and the cathode is located along the inside surface of the glass.  There is a voltage potential of two kilovolts across the two electrodes.  When a particle passes through the glass tube, some of the argon is ionized.  The result is a group of negative and positive charged ions.  These ions move to their respective 

electrode, and a current is induced.  This current is relative to the amount of particles passing through the ion chamber.  The green cable in Picture 1 carries the induced current to the electronics located upstairs in the service buildings through a RG-58 coaxial cable.  The red cable serves as a connection to the high voltage power supply which is also located upstairs.
VME Operation


The rest of the BLM system is implemented in a Versa Module Eurocard (VME) crate, and within that crate are the clock and timer, abort concentrator, high voltage, controller, and digitizer cards.  A VME crate example is shown in Picture 2.  The circled area depicts the 96 pin female connectors used to interface the Versa Module Eurocard with the other cards within the crate. [image: image3.png]


 Picture 2                                              Each card serves its own purpose within the BLM system.  However, since this report only focuses on the digitizer card, the following explanations will avoid detail and briefly describe each cards’ role in the VME crate.  The clock and timer card issues clock pulses to the other cards and keeps a calendar for comparison to accelerator events and diagnostics.  As the primary controller for the entire BLM system, the controller card stores the abort values for each channel.  An abort bit is set if the digitizer detects an exceeded threshold.  Using the polling process, the controller card considers the status of the abort bits from all of the channels in the crate.  The controller card uses this information to determine if aborting the beam is necessary.  A signal is then sent to the Accelerator Control Network (ACNET), which is a system of computers that monitor and control the accelerator.  Also located within the VME crate, the digitizer card is the primary collector in the Beam Loss Monitor System.  Each card integrates the current from four loss monitors, digitizes the voltage output of each integrator and stores those values in memory for each beam revolution of 21 microseconds. 

Operation

Figure 1 is a partial snapshot of the digitizer board schematic.  Since the actual schematic is eight pages in length, it is not feasible to show its entirety.  Instead, certain circuitry within the schematic will be included as necessary to explain the digitizer’s operation.  Once the loss cable leaves the BLM below, it is routed to a VME crate located in a service building.  When the loss signal enters the digitizer card, it travels through an external or internal switch to a dual switched integrator circled in purple as shown in Figure 1.  A jumper, labeled J6 and circled in green within Figure 1, allows the selection of
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Figure 1

which switch is to be used.  Normally, J6 is connecting pins two and three allowing the signal to pass through the external switch which is circled in blue. Upon leaving the integrator, the loss signal is then sent to a 16 bit ADC. The ADC converts the analog voltage into a digital value that can be stored and transferred to the ACNET control system.  The digital values produced by the ADC are then transferred to the FPGA programmable logic.  These values are stored in the on board RAM memory using a circular buffer approach.  In the event of an abort signal, physicists will be able to read the circular buffer which records the measurements just before the abort signal was given.  There are three sums which represent the beam losses on different time scales.  During each 21 microsecond interval, the sums are compared to the thresholds at which an associated abort status bit is set.    Each channel maintains four status bits which are continuously polled by the controller card.  If enough bits are seen, the beam is aborted from the Tevatron.  Slow, fast, very fast, and immediate are the four possible abort signals that can be given. These signals are passed through the 96 pin male VME backplane connector, which plugs into a 96 pin female connector located on the VME card inside the crate. 

Testing

Before the new digitizer card is actually implemented into the BLM system, it must undergo several tests.  The first loss test was conducted on Tuesday June 22, 2004 at the beam extraction point of the Proton Booster.  Extraction occurs when the beam is guided from the Booster to the main injector.  
The first noticeable problem was noise.  The test was being conducted right next to the high energy kicker magnet power supplies.  Kickers are powerful magnets that are charged with large amounts of current in order to guide the beam from the Booster to the Main Injector.  These bursts of current produce a lot of electro- magnetic noise and can effect the measuring instrumentation.  
While measuring the beam it was noticed that the integrated measurement fall time of a sudden loss was as long as 300 microseconds.  Given this fact, the integrator would not provide time resolution for time intervals smaller than the 300 microseconds.  The internal switch, shown in Figure 4, has a resistance of 1.5kOhms which, in combination with the capacitance of 100 to 1000 feet of coaxial signal cable, causes measurement decay time to [image: image5.png]el I = e e Lae (5]
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 Figure 2              be slower than desired.  The external switch only has a resistance of 85 Ohms, so it should turn off faster.                  To test that this is the case, a high frequency relay switch was assembled and connected to a Keithley Source Measure Unit to quickly turn a test current on and off.  With the aid of an oscilloscope, the integrator decay time was easily seen.  It showed that the internal switch had a longer decay period than when using the external switch.
Another problem encountered was that the integrator output signal was moving in a negative direction by approximately 1.5V.  It was found that the external switch produced a negative spike on its output when it was closed.  During operation, the integrator integrates this spike onto its output and produces a false reading.
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Figure 3
After using several tactics to eliminate these                    spikes, the chip’s manufacturer was contacted.  Their response to this problem was that the integrator’s negative voltage supply is briefly tied to the input switch of the integrator when it is closed.  They recognize this problem, and they are working to fix it.  However, due to time constraints, it is not possible to wait for the problem to be fixed by the manufacturer; so other methods to reduce or eliminate the problem were chosen.  Tests were performed to determine if the spike would be reduced by varying the negative 5V supply to the external switch.  The zener diode depicted in Figure 3 has a zener voltage rating of five volts, and caused the integrator output level to drop by approximately 1.3 volts.  A 2.5 volt zener diode and a .7 volt diode were also tested in place of the five volt zener.  A Five hundred foot cable was connected to the integrator input to represent the long cables used to connect the digitizer board in the service buildings to the BLMs below.  Tests were conducted with and without the cable to see if the readings would differ.  In most instances, there was not a big change with the presence of the cable.  Chart 1 depicts the pattern of decreasing output level drop with smaller diode voltages.  Such changes occur as a result of a lower voltage presence on the five volt line.  It is ultimately this line that is momentarily tied to the integrator switch when it is powered on.  Therefore, by reducing this negative voltage, we are reducing the negative voltage supply to the integrator.  However, the response which resulted in the least output level disturbance occurred when the diode was shorted, and the integrator output signal did not fall from its baseline level.  It is important that the integrator output signal not drop, because the ADC cannot recognize any signal below zero. 

	

	condition
	input of integrator
	output of integrator
	voltage spike (vpp)
	output level drop

	5230B (5 volts) w/o 500 ft cable not shorted #2
	450 mV
	480 mV
	664 mV
	1.33 V

	5230B (5 volts) w/ 500 ft cable not shorted #1
	450 mV
	226 mV
	930 mV
	2 V

	5230 (5 volts) w/ 500 ft cable shorted #3
	450 mV
	200 mV
	12 mV
	0 V

	5230 (5 volts) w/o 500 ft cable shorted #4
	450 mV
	200 mV
	90 mV
	0V

	4307 (2.5 volts) w/o 500 ft cable #5
	450 mV
	400 mV
	400 mV
	1.10 V

	4307 (2.5 volts) w/ 500 ft cable #6
	450 mV
	800 mV
	200 mV
	1.10 V

	914 (.789 volts) w/ 500 ft cable #7
	450mV
	500 mV
	60 mV
	.55 V

	914 (.789 volts) w/o 500 ft cable #8
	450 mV
	400 mV
	200 mV
	.4 V


Chart 1


Chart 2 shows the change in output voltage from the baseline that for varying input current levels of -400 nanoAmps to 400 nanoAmps.  These measurements were taken with the negative supply pin of the external switch set to ground.  Both channels one and two on the test board were measured.  If there is an assumption that a noise signal on top of a small signal from a BLM is as often negative as it is positive, the noise signal can somewhat be averaged away in the computation of the sums.  This will remain true as long as the negative noise can be measured with the same accuracy as the positive noise.  In this aspect, they cancel one another in summing.


The next test of the digitizer board was conducted on Tuesday June 20, 2004 in the Tevatron.  Previously, the integrator was sampling data every 20 microseconds; however the beam completes a rotation cycle every 21 microseconds.  This causes ambiguities in the readings, in that they may not be taken in the same location of the beam at every rotation.  Such readings may present their selves as an
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Chart 2

oscillation in the beam loss measurement when one is not present.  To correct this situation, an external clock was set to 21 microseconds and tied to the board through J49, and the integrator’s FPGA program was also changed to use this external clock.   

CONCLUSION

Currently, another digitizer board is being fabricated.  The new board is the same as the current digitizer board, but it has two more integrator chips and another ADC.  This will allow the board to monitor up to four BLMs at a time.  The complete upgraded system is expected to be installed in approximately one year from now.  It is necessary to construct and test other electronic modules as well as the software that transfers data and control between the BLM system and the Accelerator Controls.  After these modules have been constructed, the entire system will be assembled into a prototype and tested for reliability.  

This upgrade is important for the upcoming Collider Run IIB experiments and the years beyond.  FPGA technology makes it easier to change the function of the digitizer card in the future.  Overall, upgrading the system will make the information it provides more reliable and the hardware easier to maintain.
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